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ABSTRACT: Wireless Sensor Network (WSN) is a collection of tiny sensor nodes with limited energy. These sensor 
nodes are used to monitor the physical and environmental parameters like pressure, temperature, humidity etc. One of 
the major problems with these sensor nodes are their limited lifetime and finite stability period. In order to overcome 
these problems, we introduced an energy efficient CHs selection scheme based on minimum distance and maximum 
energy. In this technique, the node with the minimum distance from reference point and maximum energy in a region 
becomes Cluster Head (CH) for that particular round and the number of the cluster heads in every round remains the 
same. This study outperforms LEACH which uses probabilistic approach for the selection of CHs. Finally our proposed 
work is verified by experimental results of MATLAB simulations and the results shows that our technique has 66% 
longer lifetime period and 23% longer stability period than LEACH. 
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I.   INTRODUCTION 
 

In WSNs nodes are generally sensing devices which function on battery with finite energy supply. Thus power 
consumption become one of the important issues and to control or minimize this power consumption, designing 
power efficient protocols become one of the important goal to increase the lifetime of network. In WSN, plenty 
number of research has done with the aim to increase the lifetime of network by proposing protocol to reduce 
energy consumption by the sensing nodes. Clustering is considered as one of the techniques to solve the 
problem of energy consumption. In this technique, the sensing nodes sense the data and after sensing pass their 
data to cluster head. The responsibility of cluster head is to receive the data from all the nodes and after 
receiving, aggregate the data and pass to base station.  
Network stability period and lifetime can be increased by controlling the number of clusters formed during network 
operation. The lifetime of network counts till its last alive node which means if there is only one node in network which 
is alive, the lifetime of network will count.  
Clustering can be of two types: 

1. Static clustering 
2. Dynamic clustering 

In a static clustering, the number of cluster and number of nodes in cluster is fixed throughout the network lifetime, 
while in dynamic clustering, the number of cluster and number of nodes in cluster is changed throughout the network 
lifetime. Our technique is based on static clustering in which CHs are selected on the basis of minimum distance and 
maximum energy. Clearly the whole area is divided into 3 triangles and then further divided into sub area. Total 20 
regions are there as shown in figure 1 which is represented as Region 1 to Region 20. Each region elects their CH 
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except the region R1. In each region, all nodes communicate with their respective CH while nodes in R1 communicate 
directly with BS. In our technique: 

1. Nodes are deployed randomly. 
2. Based on static clustering technique. 
3. Homogeneous network i.e. all nodes have same energy level. 
4. Multi-hop routing. 
5. Single sink.  

Rest of the paper is organized as follows: Section II presents the related work. Section III presents the motivation and 
objectives. Proposed algorithm is described in section IV. Section V presents the simulation results and section VI 
finally concludes the paper.  
 

II.   RELATED WORK 
 

LEACH (Low-Energy Adaptive Clustering Hierarchy) [11] is a very first routing protocol proposed by 
W.Heinzelmanet al.which is based on cluster formation. It used Multi-hop communication scheme to provide 
communication between the sensing nodes. In this protocol, the selection of CHs is based upon probability. 
This leads to uneven distribution of CHs in the wireless network. As LEACH uses dynamic clustering scheme 
so it consumes more energy in cluster formation after every round. 
A.Manjeshwaret al.proposed TEEN (Threshold-sensitive Energy Efficient Protocols) [19] protocol for 
temperature specific applications. In TEEN, sensing nodes sense the parameters continuously but does not 
transmit the sense data continuously. The sensors only transmit their sense data if and only if their sensed 
attribute crosses the threshold value.  
Heinzelmanet al.proposed LEACH-Centralized (LEACH-C) [10]. It is an extended version of LEACH. In 
LEACH, nodes are able to self-configure themselves into clusters, whereas in LEACH-C it is the responsibility 
of base station to form cluster. Base station gathers the information about the location and energy level of each 
node during the setup phase of LEACH-C. After gathering the information, base station evaluates number of 
cluster heads and divides the network into clusters. The main advantage of this protocol is that, BS makes sure 
that the node which has less energy does not become CH.  
W. Jun et al. proposed LEACH-Selective Cluster (LEACH-SC) [22]. The selection of CH in LEACH-SC is similar to 
LEACH.LEACH-SC operation is based on rounds. Each round includes setup phase and steady state phase. The 
formation of cluster is in such a way that node join the cluster before evaluating CH which is closest to the 
mid-point between itself and BS. In LEACH- SC, chosen CHs broadcast their IDs and information about their 
location to all other nodes which are in range. Nodes which are within communication range receive these 
information from all CHs.  
NaumanIsraret al.proposed Multihop-LEACH [12].With the increase in network diameter beyond certain limit, 
distance between CH and BS also increased tremendously.This large network is no longer appropriate for 
LEACH in which BS is considering single-hop to all CHs. In this case cost of transmission energy of CHs is 
not moderate. In order to solve these problems Multi-hop LEACH is proposed. 
As number of protocols are designed in the area of wireless network in order to prolong the network lifetime and 
stability period. But most of them such as LEACH [10], TEEN [19], APTEEN [20], SEP [8], DEEC [17] and LEACHC 
[9] do not minimize the energy utilization effectively. In LEACH, the whole area is treated as a single area. Because of 
this, some portion of area left uncovered. The criteria of selection of CHs in LEACH is based on the probability, 
therefore optimum number of CHs is not achieved.  Also LEACH uses the dynamic clustering so the number of cluster 
and CHs changes in each round.  
To minimize the coverage holes and maximize the network lifetime, many researchers have introduced some effective 
algorithm LEACH-SC [24], Multi-hop LEACH [12], CEEC [4], EDDEEC [14]. But these protocols did not 
minimize the coverage hole more effectivelyThe idea of partitioning the whole area into small regions is 
introduced in protocols Q-LEACH [21], DREEM-ME [3], REECHME [9], DDR [1], H-DEEC [15],HEER [13] 
thus reduce the coverage holes and improves the energy efficiency of network. Many routing algorithm and 
cluster head selection scheme[2], [5], [16], [17], [18], [6], [7] is proposed to increase the network lifetime but 
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because of continuous transmission of data makes the node die quickly.  So in our research we have focused on 
to develop the effective CHs selection scheme which fulfill these requirements and prolong the network 
lifetime as well as stability period. 
 

III. PROPOSED PROTOCOL DESIGN 
 

We firstly describe the radio model of the system, and then come to division of the network into logical regions. After 
that, the communication architecture and proposed scheme of cluster head selection is described. Energy consumption 
by the nodes is explained at the end of this section. 

A. Radio model 
 Wetake݀ଶ as an energy loss during data transmission where, ݀ is the distance between two sensing nodes. The 
amount of energy losses is taken into consideration whenever sensing nodes transmit the sensed data either to CHs or 
base station. In order to transmit k-bit of data at a distance d, the mathematical formula is: 

݀=ට
∈ೞ
∈

                                                                                          (1) 

݂݅ d<்݀ܧ௫(,ௗ) = ܧ	 × ݇ +	∈௦		× ݇	 × 	݀ଶ                                           (2) 
݂݅ d>்݀ܧ௫(,ௗ) = ܧ	 × ݇ +	∈		× ݇	× 	݀ସ                                          (3) 

Reception	energy:											ܧோ௫() = ܧ	 × ݇                                                                            (4) 
Where ܧ	 is  the  energy consume  per  bit  to  run  the  transmitter  or  receiver circuit.  
∈௦and∈ depend on the transmitter amplifier. 
 

B. Proposed Network Model 
 The area of network field is taken as 100݉	× 100݉	 with the Base Station (BS) located at the central 
reference point i.e. ܥ(ݔଵ,ݕଵ). The whole area is divided into 3 triangles. Total 100 nodes are deployed uniformly in 
the field. Number of clusters and CHs is fixed throughout the protocol operation. 
Cluster Formation: Firstly the whole network area has been partitioned into 3 triangles i.e. left triangle (ܮ௧), middle 
triangle (ܯ௧) and right triangle (ܴ௧). Then middle triangle is divided into n concentric triangles. The value of n varies 
with the change in the network field area and number of nodes deployed. Here value of n is taken as 2. The middle 
triangle is further divided into three parallelograms excluding its concentric triangle (ܥ௧). These parallelograms are 
named as: Left parallelogram (ܮ), Right parallelogram(ܴ), and Lower parallelogram	(ܮ). Nodes are deployed 
randomly in each region. Following mathematical equations are used to divide the network area into concentric 
triangles: 

(ଶݕ,ଶݔ)ܶ 	= 	 ଵݕ,ଵݔ) +  (5)                                                                  	,(ߚ
(ଶݕ,ଶݔ)ܤ = ଵݔ) + ,ߚ ଵݕ −  (6)                                                             ,(ߚ
(ଶݕ,ଶݔ)ܤ 	= ଵݔ) − ଵߚ ଵݕ, −  (7)                                                           .(ߚ

Where ߚ =  , are the top, bottom rightܤ, ܤ,ܶ .௧ܥ ଵ/3  is the distance from the center of network to the boundary ofݔ
bottom left corners of ܥ௧ respectively. By using above equations further concentric triangles can be formed from square 
network region. For ܯ௧ multiplicative factor of β is 2. 
 
Triangle’s Subdivision and Node’s Deployment: The entire network field is divided into 20 regions as shown in 
figure1. Each parallelogram of ܯ௧ is subdivided into three regions, two Outer triangle ( ௧ܱ), and one Inner triangle(ܫ௧) 
while in ܮ௧  and ܴ௧ only one parallelogram is subdivided. By doing this, regions ܴଶ	,ܴହ	and	ܴଵ in left parallelogram 
 ௧ܯ of (ܮ)  in lower parallelogram	ܴ in right parallelogram (ܴ), and regions ܴସ,଼ܴandܴଽ	and	,ܴ	regions ܴଷ ,(ܮ)
is obtained. Similarly regions ܴଵଶ	,ܴଵସ	and	ܴଵହ in left parallelogram, regions ܴଵଷas a upper parallelogram ( ܷ) and 
region ܴଵଵas a lower triangle (ܮ௧) of ܮ௧  and regions ܴଵ଼	,ܴଵଽ	and	ܴଶ in right parallelogram, regions ܴଵas upper 
parallelogram and region ܴଵ଼as a lower triangle (ܮ௧)  of ܴ௧ is obtained. After this division, nodes are deployed 
randomly in each region. 
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Figure 1. Deployment of Nodes 
 

C. Cluster Head Selection:  
 Our approach is based on static clustering which means number of clusters and CHs is fixed throughout the 
network operation. In each round, one CH is selected from every region exceptܥ௧. Hence total 20 CHs are selected in 
each round. The criteria of CHs selection is the minimum distance of sensing nodes from the mid-point of their 
respective region. In other words, firstly in each region the distance between each sensing nodes and mid-point of its 
respective region is calculated. After calculating this, the node is selected as CH of that region in the ascending order of 
distances from the reference point. In addition to this if two or more sensing nodes has same distance, then the selection 
of CH among them will be based on maximum energy left i.e. node having maximum energy left will be chosen as CH 
 

D. Communication Architecture: 
 In our approach, data sensed by the sensing nodes reach to the base station by using 3-tier communication 
scheme. In tier-1 all the non-CH sensing nodes in each region pass the sensed data to their respective CHs. In tier-2, 
CHs of outer triangles of ܮ௧  and ܴ௧pass their collected data either to its 	ܫ௧ or its ܮ௧ depending upon the distance. If 
CHs pass the data to 	ܫ௧ then CH of ܫ௧ aggregate the data and send to either to its ܮ௧ CH or outer triangle CH of ܯ௧ 
depending upon the distance. If the CH of ܫ௧ send the data to its ܮ௧ CH then CH of ܮ௧ further send the data to CH of 
 ௧ CH or directly to the BS dependingܫ	௧ send their collected data either to itsܯ ௧. Now CHs of outer triangles ofܯ ௧ofܫ
upon the distance. Finally in tier-3, CHs of 	ܫ௧ transmit their collected information to the base station (BS). 
 

E. Protocol Operation: 
  According to our proposed work, in each region the sensing nodes pass the sensed data to their respective CH 
only when the sensed attribute crosses the some predefined threshold value. There are two types of thresholds value: 
Hard threshold: This is the first threshold value with which each normal sensor compares its sensed attribute. 
Whenever a node crosses this value, turns its transmitter on and reports to its CH. 
Soft Threshold: This is the second value of the threshold with which the sensor compares its value, only when the 
sensor has crossed hard threshold. If there is a small change in the value of the sensed attribute, it triggers the node to 
turn its transmitter on and report to its CH.  
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IV. SIMULATIONS AND RESULTS 
 

In this section we discuss the simulation result of our proposed work. The  results  are  compared  with  the  LEACH 
protocol by considering following metrics:  number  of  alive  nodes,  stability  period,  network  lifetime,  number of 
packets sent, number of packets dropped and number of packets received. 
 

Table 1:  Radio Parameters 
Operation Energy Dissipated 
Transmitter/Receiver ܧ 50nJ/bit 
Data Aggregation Energy 50nJ/bit/signal 
Transmit Amplifier ∈௦  (݀ௌ < ݀) 10pJ/bit/4݉ଶ 
Transmit Amplifier ∈  (݀ௌ ≥ ݀) 0.0013pJ/bit/݉ସ 

 
Figure 2and figure 3shows the experimental result for network lifetime and stability period. Here we compare the 
network lifetime and stability period of our proposed workwith the existing traditional LEACH protocol in terms of 
nodes alive and dead nodes. The network lifetime of ourproposed work is 2500 rounds more than LEACH protocol. 
The First node die time (FDT) of our proposed work is around 1800 rounds whereas that of LEACH is around 800. 
Last node die time (LDT) of proposed work is around 5200 rounds whereas that of LEACH is around 1200. 

 
 

Figure 2.Network Lifetime 

http://www.ijirset.com


  

 

                      ISSN(Online): 2319-8753 
         ISSN (Print):  2347-6710 

International Journal of Innovative Research in Science, 
Engineering and Technology 

(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Visit: www.ijirset.com 

Vol. 6, Issue 10, October 2017 

Copyright to IJIRSET                                                                 DOI:10.15680/IJIRSET.2017.0610114                                     19822 

    

 
 

Figure 3.  Stability Period 
 

It has been seen from the figure 4and figure 5that the number of packets sent to Base Station and the rate of packets 
drop respectively in our proposed work is less than the traditional LEACH protocol. This is because of threshold value 
as the sensing nodes only send the data to their respective CH if and only if the sensed attribute crosses the threshold 
value. As less number of packets is sent it means the network traffic is low and because of this, BS can receive more 
and more packets with few packet drops. 

 
Figure 4.  Total Packets Sent To BS 
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Figure 5.  Total Packets Drop at BS 
 

Ideally, when all CHs and non CHs nodes send their packet to BS, the number of packets sent and number of packets 
received are equal i.e., BS receives all packets without any loss. But in reality it does not happens, the number of 
packets sent to BS and number of packets received by BS are not equal. Some packets do not reach to the BS. Our 
proposed work implements the uniform random distribution to show this packet loss. In order to evaluate the packet 
drop, weimplement the uniform random distribution. Here 0.3 as packet drop probability is used. In our proposed work, 
the average number of packets sent in each round by the CH to BS is 5. By applying 0.3 as packet drop probability, the 
average number of packet drop is 2. Therefore the average number of packets received at BS is around 7. Whereas in 
LEACH protocol, the number of packets sent by the CH to BS is 10, average number of packets received at BS is 
around 3 and the average number of packet drop is 3. This result can be seen in figure 6 as number of packets received 
at BS in our proposed work is less than the number of packets received at BS in LEACH protocol. 

 
 

Figure 6. Packets Received at BS after Packet Drop 
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Table 2: Comparison with Respect to Network Lifetime and Stability Period 
Protocols Network 

Lifetime (FDT) 
(in rounds) 

Stability Period 
(LDT)  

(in rounds) 

LEACH 800 1200 

Proposed Work  1800 5200 

 
Table 3: Comparison with Respect to Number of Packets Sent to BS 

Protocols Number of Packets Sent to BS till 1000th 
round (in rounds) 

LEACH   18000 

Proposed Work   6000 

 
V. CONCLUSION 

 
The idea to partition the network area into sub regions is introduced in this paper to remove the coverage holes and 
communication distance between nodes and CHs and between CHs and sink. A threshold dependent communication is 
used in order to remove the unnecessary communication. Static based clustering is used which results in fixed number 
of CHs and number of nodes in each cluster throughout the network lifespan. The idea of introducing static based 
clustering is used to obtain balanced load distribution which results in longer network lifetime period. The criteria to 
select the CHs is based upon the minimum distance and maximal energy which means the node which has minimum 
distance from the reference point is selected as CH and if two or more nodes has same distance then the selection of CH 
depends upon maximum energy left i.e. the node which has maximum energy left become CH. 
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